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Abstract

Videos captured from multiple viewpoints can help in
perceiving the 3D structure of the world and benefit com-
puter vision tasks such as action recognition, tracking, etc.
In this paper, we present a method for self-supervised learn-
ing from synchronized multi-view videos. We use a cross-
view reconstruction task to inject geometry information in
the model. Our approach is based on the masked autoen-
coder (MAE) framework. In addition to the same-view de-
coder, we introduce a separate cross-view decoder which
leverages cross-attention mechanism to reconstruct a target
viewpoint video using a video from source viewpoint. This
helps learn representations robust to viewpoint changes.
For videos, static regions can be reconstructed trivially
which hinders learning meaningful representations. To
tackle this, we introduce a motion-weighted reconstruction
loss which improves temporal modeling. We report state-of-
the-art results on the NTU-60, NTU-120 and ETRI datasets,
as well as in the transfer learning setting on NUCLA, PKU-
MMD-II and ROCOG-v2 datasets, demonstrating the ro-
bustness of our approach. Code will be made available.

1. Introduction
Multiple viewpoints of the same event are crucial to its
understanding. Humans move around and obtain different
viewpoints of objects and scenes, and develop a representa-
tion robust to viewpoint changes [26]. Different viewpoints
often have very different appearance, which can help ad-
dress challenges due to occlusion, lighting variations and
limited field-of-view. In many real world scenarios, we
have videos captured from multiple viewpoints, e.g. sports
videos [45], elderly care [27], self-driving [69], complex
robotic manipulation tasks [47] and security videos [9].
Learning a robust pre-trained model from large amounts
of unlabeled synchronised multi-view data is of significant
value for these applications. Such a model which is aware
of the 3D geometry will be robust to changes in viewpoint

and can be effectively used as a foundation for downstream
finetuning on smaller datasets for different tasks.

There has been significant progress in video self-
supervised learning [46] for the single-view case, i.e. where
synchronized multi-view data is not available. Recently,
Masked Autoencoders (MAEs) as a paradigm for self-
supervised learning has seen growing interest, and it has
been successfully extended to video domain [17, 54, 62].
MAE-based methods achieve superior performance [54] on
standard datasets such as Kinetics-400 [29] and Something-
Something-v2 [20], compared to contrastive learning meth-
ods [16]. However, existing MAE-based pre-training ap-
proaches are not explicitly designed to be robust to view-
point changes. View-invariant learning from multi-view
videos has been widely studied using NTU [34, 50] and
ETRI [27] datasets. However, most of these methods
are based on 3D human pose, which is difficult to accu-
rately capture or annotate for in-the-wild scenarios. Re-
cently, there has been a growing interest in RGB-based
self-supervised learning approaches leveraging multi-view
videos [10, 31, 39, 57], facilitated by the availability of
large-scale multi-view datasets [27, 34, 50]. ViewCLR [10],
which achieves state-of-the-art results, introduces a latent
viewpoint generator as a learnable augmentation for gen-
erating positives in a contrastive learning [7] framework.
However, this method is memory intensive as it requires
storing two copies of the feature extractor and two queues of
features, and also requires multi-stage training. Considering
the recent success of MAEs for video SSL, it is desirable to
explore its potential in the multi-view video SSL scenario.

In this paper, we aim to learn a self-supervised video
representation which is robust to viewpoint shifts. Humans
learn a view invariant representation for tasks such as action
recognition and are able to visualize how an action looks
from different viewpoints [26]. We integrate this task of
using features of one viewpoint to predict the appearance
of a video from a different viewpoint in the standard MAE
framework. More specifically, given a video of an activ-
ity from one viewpoint, it is patchified and a high fraction
of the patches are masked out. The visible patches are en-
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Figure 1. Multi-View Video Masked Autoencoder (MV2MAE). Source and target viewpoint videos are tokenized, the tokens are masked
using random masking, and visible tokens are encoded for each view using a shared encoder. The cross-view decoder uses source view
tokens to reconstruct the target viewpoint, whereas the standard decoder reconstructs each view separately.

coded, which the decoder uses (along with MASK tokens for
missing patches) to reconstruct the given video. We intro-
duce an additional cross-view decoder, which is tasked with
reconstructing the masked patches of a target viewpoint by
using the visible regions of from source view. This would
require the model to understand the geometric relations be-
tween different views, enabling the construction of a robust
pre-trained model. A challenge with MAE in videos is that
they contain a lot of temporal redundancy, making it easier
to reconstruct the static, background regions by simply copy
pasting from adjacent frames where those are visible. Ex-
isting solutions for this problem involve specialized mask-
ing strategies using extra learnable modules [3, 24] or use
tube masking [54, 62], which are not effective in certain
scenarios, e.g. when motion is localized in a small region of
the frame. We propose a simple solution without introduc-
ing additional learnable parameters by modifying the recon-
struction loss to focus on moving regions. We can control
the relative weights of moving and static regions using a
temperature parameter.

We perform experiments on three multi-view video
datasets: NTU-60 [50], NTU-120 [34], ETRI [27] for pre-
training. Our method achieves SOTA fine-tuning accu-
racy on all benchmarks of these datasets. The robust-
ness of our representation is shown in the transfer learn-
ing results on smaller datasets. We achieve SOTA results
on NUCLA [59], ROCOG-v2 [44] and PKU-MMD-II [33]
datasets in the transfer learning setting.

Our main contributions can be summarized as follows:

• We present an approach for self-supervised pre-training
from multi-view videos using the MAE framework, and
achieve state-of-the-art results on a variety on bench-

marks under full finetuning and transfer learning settings.

• Our approach uses cross-view reconstruction to inject ge-
ometry information in the model. This is done via a sep-
arate decoder with cross-attention mechanism which re-
constructs target view from source view.

• We introduce a simple motion-focused reconstruction
loss for improved temporal modeling, while also allow-
ing us to specify the degree to which to focus on moving
regions.

2. Related Work

2.1. Self-Supervised Learning from Videos

Pretext Learning. Many pretext tasks have been proposed
for learning self-supervised video representations, initially
inspired from the progress in SSL for images. Tasks such as
video rotation prediction [28], solving spatio-temporal jig-
saw [1], predicting motion and appearance statistics [60]
were direct extensions of their image counterparts, and
showed impressive performance. Methods leveraging the
temporal order in videos for constructing pretext tasks such
as frame ordering [67] and odd-one-out learning [18] were
also proposed. These methods were outperformed by con-
trastive learning approaches.
Contrastive Learning. These methods create augmented
versions of the input (positives) which preserve the seman-
tic content of the input. The contrastive loss is used to pull
these closer together in the feature space, while simultane-
ously pushing them away from other samples (negatives).
Numerous ways of generating positive pairs were proposed
such as using random clips from the same video, clips of
different frame rates [61], choosing nearby clips [41], and
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using optical flow [21], among others.
Masked Video Modeling. Recently, masked video mod-
eling has emerged as a promising area for self-supervised
learning. Methods such as BEVT [63], MaskFeat [65],
VideoMAE [54], MAE-ST [17] show superior performance
on the standard video self-supervised learning benchmarks.
Different reconstruction targets have been studied, such as
MVD [64] which uses distillation from pre-trained fea-
tures, and MME [53] which reconstructs motion trajecto-
ries. To tackle trivial reconstruction solution via copy-
paste in videos, which becomes and issue due to high re-
dundancy, different masking strategies have been proposed.
MGMAE [24] uses motion-guided masking based on mo-
tion vectors, VideoMAE [54] proposed using tube masking,
AdaMAE [3] introduces a neural network for mask sam-
pling. Orthogonal to these, we propose to tackle the issue
by using a motion-weighted reconstruction loss. Moreover,
unlike our approach, existing MAE pre-training approaches
are not explicitly designed to be robust to viewpoint shifts.

2.2. Multi-View Action Recognition

Early work in this area designed hand-crafted features
which were robust to viewpoint shifts [39, 43, 66]. Many
unsupervised learning approaches have been proposed for
learning representations robust to changes in viewpoint. A
large number of methods leverage 3D human pose informa-
tion, which greatly aids in achieving view invariance. Meth-
ods based on RGB modality [10, 31, 57] have gained in-
creasing popularity. These can be broadly divided into two
categories:

One trend is to enforce the latent representations of dif-
ferent viewpoints to be close. Along this line, [71] follows a
dictionary learning approach and encourages videos of dif-
ferent views to have the same sparse representation. [42]
fits a 3D human model to a mocap sequence and generates
videos from multiple viewpoints, which are forced to pre-
dict the same label. More recently, methods based on con-
trastive learning have been proposed such as ViewCLR [10]
which achieves remarkable performance. They add a latent
viewpoint generator module which is used to generate pos-
itives in the latent space corresponding to different views.

Another line of work uses one viewpoint to predict an-
other. [31] uses cross-view prediction in 3D flow space
by using depth as an additional input to provide view infor-
mation. Their approach also uses a gradient reversal layer
for enforcing view invariance. [57] uses the encoded source
view features to render same video from unseen viewpoint
and a random start time. Their approach hence needs to
be able to predict across time and viewpoint shifts. They
leverage a view embedding which requires information of
camera height, distance and angle. In contrast the these ap-
proaches which rely on view embedding or depth for pro-
viding viewpoint information, the view information is in-

herently available in the visible patches of the viewpoints in
our approach.

3. Method
3.1. Preliminary: Masked Video Modeling

Here we revisit the masked autoencoder (MAE) framework
for videos. Given a video, we first sample T frames with
stride τ to get the input clip: I ∈ RC×T×H×W . Here, H ×
W is the spatial resolution, T denotes the number of frames
sampled, and C is the number of input (RGB) channels.
The standard MAE architecture has three main components:
tokenizer, encoder, decoder.
Tokenizer. The input clip is first converted into N patches
using a patch size of t×h×w, where N = T

t ×
H
h ×W

w . The
tokenizer returns N tokens of dimension d by first linearly
embedding these N patches. This is implemented in prac-
tice using a strided 3D convolution layer. Next, we provide
position information to these tokens by adding positional
embeddings [56].
Encoder. A high fraction of these N tokens are dropped
with a masking ratio ρ ∈ (0, 1). Different masking strate-
gies [3, 24, 54] have been explored for choosing which to-
kens to mask out. Next, the remaining small fraction of
visible tokens are passed through the encoder (Φenc) to ob-
tain latent representations. The encoder is a vanilla ViT [15]
with joint space-time attention [54]. These latent represen-
tations need to capture the semantics in order to reconstruct
the masked patches.
Decoder. The encoded latent representations of the visible
patches are concatenated with learnable MASK tokens corre-
sponding to masked out patches, resulting in combined to-
kens Zc. Then the positional embeddings are added for all
tokens, and passed through a light-weight decoder (Φdec)
to get the predicted pixel values Î = Φdec(Zc).

The loss function is the mean squared error (MSE) be-
tween the reconstructed values and the normalized pixel
values [17, 54], for masked patches Ω.

L =
1

ρN

∑
i∈Ω

|Ii − Îi|2 (1)

3.2. Cross-View Reconstruction

The goal of cross-view reconstruction is to predict the miss-
ing appearance of a video in target viewpoint given videos
from one (few) source viewpoint(s). Being able to extrap-
olate across viewpoints requires understanding the geomet-
ric relations between different viewpoints, making it an ef-
fective task for learning representations robust to viewpoint
variations.

As shown in Figure 1, consider two synchronized videos
of an activity, Isv and Itv, from source view (sv) and tar-
get view (tv) respectively. We first tokenize, mask and
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Figure 2. Motion weights. Each row shows motion weights over-
laid on the input frames for different temperature values. Higher
temperature increases the weight on static regions.

encode the visible tokens for each video separately using
a shared encoder Φenc. We introduce a cross-view de-
coder (Φcross-view

dec ) which uses a cross-attention mecha-
nism. This decoder additionally uses the visible tokens in
the source view to reconstruct the target viewpoint video,
Î
tv

= Φcross-view
dec (Ztv

c ,Zsv
vis). More specifically, each

block of the cross-view decoder consists of cross-attention
and self-attention layers, followed by a feed-forward layer.
The tokens from the target view attend to the visible source
view tokens using cross-attention, and then to each other us-
ing self-attention. A key aspect of methods based on cross-
view prediction is how the viewpoint information is pro-
vided: [57] conditions the decoder on a viewpoint embed-
ding, while some approaches [31] use extra modalities such
as depth to provide information about the target viewpoint.
In contrast to these, the visible patches provide the required
target viewpoint information in our approach. The amount
of view information we want to provide can be easily var-
ied by changing the masking ratio. Moreover, the standard
decoder (Φdec) is used to reconstruct video from each view-
point independently Î

vp
= Φdec(Zvp

c ) for vp ∈ {sv,tv}.
Figure 4 visualizes the cross-view reconstruction qual-

ity and cross-attention maps, which demonstrates that the
model learns to focus on relevant regions across viewpoints.

3.3. Motion-Weighted Reconstruction Loss

A given video can be decomposed into static and dynamic
regions. Static regions typically involve scene background
and objects which do not move throughout the video.
Patches from such regions are trivial to reconstruct [3, 53]
due to temporal redundancy in videos. In order to deal with
this, we offer a simple solution by re-weighting the recon-
struction loss of each patch proportional to the amount of
motion within that patch. The motion weights used for re-

Algorithm 1: PyTorch code for motion weights.

# frames : input frames of shape [B,C,T,H,W]
# patch_size: (p_time, p_height, p_width)
# t : temperature parameter

fdiff = frames[:,:,1:,:,:] - frames[:,:,:-1,:,:]
fdiff = torch.cat([fdiff[:,:,0:1,:,:], fdiff],

dim=2)
fdiff = rearrange(fdiff,’b c (t p0) (h p1) (w p2)

-> b (t h w) (p0 p1 p2 c)’, p0=patch_size
[0], p1=patch_size[1], p2=patch_size[2])

fdiff = torch.abs(fdiff)
fdiff = torch.linalg.vector_norm(fdiff, dim=2,

keepdim=True) # B N 1
motion_weights = torch.nn.functional.softmax(

fdiff/t, dim=1) # B N 1

weighting are obtained using frame difference for simplic-
ity. Note that other motion features such as optical flow,
motion history image, etc can be used in place of frame dif-
ference, but frame difference is extremely fast to compute.
In order to get the final weights, we take the norm of frame
difference within each patch, and apply softmax over all to-
kens, as shown in Algorithm 1. We can control the extent
to which to focus on the moving regions by controlling the
temperature parameter. The higher the temperature value,
the more uniform the resulting weights. Examples of mo-
tion weights overlaid on the original frames for different
temperature values are shown in Figure 2. PyTorch-style
code for computing the motion weights for a video is pre-
sented in Algorithm 1. The final motion-weighted recon-
struction loss is given below, where wi is the weight for ith

patch:

L =
1

ρN

∑
i∈Ω

wi × |Ii − Îi|2 (2)

4. Experiments
We evaluate our approach on several common multi-view
video datasets: NTU60 [50], NTU120 [34], ETRI [27], NU-
CLA [59], PKU-MMD [33], and ROCOG [44]. For NTU
and ETRI, we achieve state-of-the-art results by pre-training
and fine-tuning on the target domain. On NUCLA, PKU-
MMD-II, and ROCOG-v2, we demonstrate excellent trans-
fer learning performance by pre-training only on NTU, and
fine-tuning on the target dataset.

4.1. Datasets

NTU RGB+D 60. [50] is a large-scale multi-view action
recognition dataset, consisting of 56,880 videos from 60
distinct action classes. These videos were recorded from
40 subjects using Kinect-v2. Each activity instance is si-
multaneously captured from three viewpoints. The dataset
consists of two benchmarks outlined in [50]: (1) Cross-
Subject (xsub) and (2) Cross-View (xview). In the cross-
subject benchmark, the 40 subjects are divided into training
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Table 1. Comparison with state-of-the-art on cross-view and cross-
subject benchmarks of NTU-60 dataset. Top: supervised meth-
ods using multiple modalities, Middle: supervised methods using
only RGB modality, Bottom: unsupervised methods using any
modality. Labels ✓: Supervised methods

NTU-60 (%)
Method Modality Labels xview xsub

STA-Hands [4] RGB+Pose ✓ 88.6 82.5
Separable STA [11] RGB+Pose ✓ 94.6 92.2
VPN [12] RGB+Pose ✓ 96.2 93.5
ESE-FN [51] RGB+Pose ✓ 96.7 92.4

DA-Net [58] RGB ✓ 75.3 –
Zhang et al. [70] RGB ✓ 70.6 63.3
Glimpse Clouds [5] RGB ✓ 93.2 86.6
DMCL [19] RGB ✓ – 83.6
Debnath et al. [13] RGB ✓ – 87.2
FSA-CNN [27] RGB ✓ 92.2 88.1
Piergiovanni et al. [40] RGB ✓ 93.7 –
ViewCon [49] RGB ✓ 98.0 91.4

Li et al. [31] Flow ✗ 83.4 80.9

HaLP [48] Pose ✗ 88.6 82.1

Vyas et al. [57] RGB ✗ 86.3 82.3
ViewCLR [10] RGB ✗ 94.1 89.7

MV2MAE (Ours) RGB ✗ 95.9 90.0

and testing sets, with 20 subjects in each. In the cross-view
scenario, videos from cameras 2 and 3 are used for training,
while testing is performed on videos from camera 1.

NTU RGB+D 120. [34] is the extended version of the
NTU-60 dataset which contains 114,480 videos spanning
120 action categories. Our evaluation follows the estab-
lished protocols outlined in [34]: (1) Cross-Subject (xsub)
and (2) Cross-Setup (xset). In the cross-subject scenario,
subjects are partitioned into training and testing groups,
while in the cross-setup setting, the data is divided into
training and testing subsets based on the setup ID.

ETRI. [27] is another large-scale multi-view action recog-
nition dataset consisting of activities of daily living for el-
derly care. It has 112,620 videos captured from 55 action
classes. All activity instances are recorded from 8 synchro-
nized viewpoints. [27] describes a cross-subject benchmark
which we use to evaluate our approach.

4.2. Implementation Details

We sample a clip of 16 RGB frames with a stride of 4 from
each video. We downsample the resolution of frames to
128×128 following [10]. During pre-training, we only ap-
ply random resized crops as augmentation. We use a tempo-

Table 2. Comparison with state-of-the-art on cross-setup and
cross-subject benchmarks of NTU-120 dataset. Top: super-
vised methods using multiple modalities, Middle: supervised
methods using single modality, Bottom: unsupervised methods.
MV2MAE outperforms previous SOTA unsupervised methods us-
ing any modality. Labels ✓: Supervised methods

NTU-120 (%)
Method Modality Labels xset xsub

Hu et al. [23] RGB+Depth ✓ 44.9 36.3
Hu et al. [22] RGB+Depth ✓ 54.7 50.8
Separable STA [11] RGB+Pose ✓ 82.5 83.8
VPN [12] RGB+Pose ✓ 87.8 86.3

PEM [35] Pose ✓ 66.9 64.6
2s-AGCN [30] Pose ✓ 84.9 82.9
MS-G3D Net [36] Pose ✓ 88.4 86.9
CTR-GCN [8] Pose ✓ 90.6 88.9

Two-streams [52] RGB ✓ 54.8 58.5
Liu et al. [34] RGB ✓ 54.8 58.5
I3D [6] RGB ✓ 80.1 77.0
DMCL [19] RGB ✓ 84.3 –
ViewCon [49] RGB ✓ 87.5 85.6

HaLP [48] Pose ✗ 73.1 72.6

ViewCLR [10] RGB ✗ 86.2 84.5

MV2MAE (Ours) RGB ✗ 87.1 85.3

Table 3. Comparison with state-of-the-art cross-subject bench-
mark of ETRI dataset. MV2MAE performs better than prior work,
which are all supervised approaches.

ETRI (%)
Method Modality Labels xsub

ESE-FN [51] RGB+Pose ✓ 95.9
FSA-CNN [27] RGB ✓ 90.6
ConViViT [14] RGB ✓ 95.1

MV2MAE (Ours) RGB ✗ 96.5

ral patch size of 2 and a spatial patch size of 16× 16, which
results in 512 tokens. A masking ratio of 0.7 is used un-
less otherwise specified. We choose fixed sinusoidal spatio-
temporal positional position embedding following [3, 54].
All of our experiments use the vanilla ViT-S/16 [55] archi-
tecture as the encoder (unless otherwise noted), trained us-
ing AdamW optimizer [37]. The pre-training is carried out
for 1600 epochs. Please refer to the supplementary material
for more details.

We evaluate our pre-trained models using two settings:
1) end-to-end fine-tuning on the same datasets and 2) trans-
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Table 4. Transfer learning on NUCLA. Unsupervised meth-
ods (Labels: ✗) have been pre-trained on NTU-60 dataset.
MV2MAE significantly outperforms other methods showing re-
markable transfer capability of our representations.

NUCLA (%)
Method Modality Labels xview

STA [11] RGB+Pose ✓ 92.4
VPN [12] RGB+Pose ✓ 93.5

DA-Net [58] RGB ✓ 86.5
Glimpse Cloud [5] RGB ✓ 90.1
I3D [6] RGB ✓ 88.8
ViewCon [49] RGB ✓ 91.7

MS2L [32] Pose ✗ 86.8

Li et al. [31] Depth ✗ 62.5
Colorization [68] Depth ✗ 94.0

Vyas et al. [57] RGB ✗ 83.1
ViewCLR [10] RGB ✗ 89.1

MV2MAE (Ours) RGB ✗ 97.6

fer learning on smaller datasets. We discard the decoders
and attach a classifier head which uses the global average
pooled features for classification. For testing, we sample 5
temporal clips, and use 10 crops from each following [10],
and the final prediction is the average of these.

4.3. Comparison with state-of-the-art

We compare our approach with previous SOTA meth-
ods on the cross-subject (xsub) and cross-view (xview)
benchmarks of the commonly used NTU-60 and NTU-120
datasets. We also present our results on the ETRI dataset,
which only has a cross-subject benchmark.

Table 1 and Table 2 show results on the NTU-60 and
NTU-120 datasets. We outperform all previous unsuper-
vised methods based on RGB, Flow or Pose modality on
both cross-view and cross-subject benchmarks of the two
datasets. On NTU-120, our method approaches the per-
formance of RGB-based supervised methods. In the xsub
setting, we see an improvement of +0.3% and +1.2% on
NTU-60 and NTU-120 respectively, and in the xview set-
ting, observe an improvement of +1.8% and +0.9% respec-
tively. Our approach is also faster to train [54] and more
memory efficient compared to ViewCLR [10], which uses a
MoCo [7] framework and requires storing two copies of the
model and two queues in memory. [57] uses a cross-view
prediction paradigm but performs poorly (86.3% vs 95.9%
on xview and 82.3% vs 90.0% on xsub) despite using more
parameters (∼72M vs ∼22M). Unlike their approach which
relies only on viewpoint embeddings for information of the

Table 5. Transfer learning on PKU-MMD-II. All methods use
NTU-120 dataset for pre-training. MV2MAE surpasses other un-
supervised methods, all of which use Pose modality.

PKU-MMD-II (%)
Method Modality Labels xsub

CrosSCLR-B [72] Pose ✗ 52.8
CMD [38] Pose ✗ 57.0
HaLP [48] Pose ✗ 57.3

MV2MAE (Ours) RGB ✗ 60.1

Table 6. Transfer learning on ROCOG-v2 ground dataset.

Method Modality ROCOG-v2 (%)

Reddy et al. [44] RGB 87.0

MV2MAE (Ours) RGB 89.0

target viewpoint, we implicitly have that information in the
visible patches from target view, shows the effectiveness of
our pre-training mechanism.

4.4. Transfer Learning Results

Transfer learning is an important setting for evaluating
the generalization capabilities of pre-trained models. The
model is initialized using pre-trained weights and fine-tuned
on smaller datasets. We perform transfer learning experi-
ments on three action recognition datasets: 1) NUCLA, 2)
PKU-MMD-II, and 3) ROCOG-v2.

NUCLA [59] is a multi-view action recognition dataset
consisting of 1493 videos spanning 10 action classes. Each
activity has been captured from three viewpoints, and we
follow the cross-view protocol for our experiments. PKU-
MMD-II [33] is another dataset for 3D action understand-
ing, consisting of 6945 videos from 51 activity classes. Fol-
lowing prior work [48], we use the phase 2 of the dataset
and evaluate our approach on the cross-subject setting.
ROCOG-v2 [44] is a gesture recognition dataset consisting
of 304 videos from ground viewpoint from 7 gestures.

As shown in Table 4, our method achieves significantly
better performance than prior supervised and unsupervised
methods on the NUCLA dataset. We improve by 8.5%
upon the previous RGB-based SOTA approach [10]. On
the PKU-MMD-II dataset, our method outperforms prior
work, all of which are based on Pose modality, by 2.8%
as shown in Table 5. It is interesting to note that although
the Pose modality shows superior performance in super-
vised setting (Table 2), it lags behind when used for self-
supervised learning in both in-domain fine-tuning (Table 2)
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and transfer learning (Table 5) settings. Finally, we show
results on the ROCOG-v2 dataset in Table 6, where we
gain an improvement of 2%. These transfer learning re-
sults clearly demonstrates that the representations learnt us-
ing our approach generalize well.

4.5. Ablation Study and Analysis

How much emphasis to place on reconstructing moving
patches? In our approach, the motion weights can be ad-
justed to modulate the emphasis on moving patches using
the temperature parameter in Algorithm 1. As shown in
Figure 2, lower temperature value places more focus on re-
constructing patches with more motion, and increasing the
temperature increases the weight given to the background
pixels. Figure 3 shows the influence of the temperature pa-
rameter on accuracy. From the plot, we see that a tempera-
ture value of 60 performs best, which is used in all our ex-
periments. Increasing the weights of background patches by
increasing temperature degrades the performance. This is
because it is trivial to reconstruct the background patches by
copy-paste from nearby frames. The performance degrades
significantly to 82.46% if each patch is weighted equally.

Figure 3. Temperature parameter of motion weights modulates
the focus on static vs moving regions as visualized in Figure 2.

Masking Ratio. We study the impact of masking ratio in
Table 7. We note that the optimal masking ratio is lower in
our multi-view setting than the single-view setting in [54],
which we hypothesize is because the model needs more
information from each individual view to effectively infer
cross-view geometry.

Model Scaling. To study how the performance scales with
models of different capacities, we compare the fine-tuning
performance of pre-trained models with ViT-T, ViT-S, and
ViT-B in Table 8 on the NTU-120 cross-subject setting. Our
approach effectively pre-trains larger models using the same
amount of data.

Visualizing Cross-Attention Maps and Reconstructions.

Table 7. Masking Ratio. MV2MAE performs best with a masking
ratio of 0.7 which is needed for effectively inferring cross-view
geometry.

Masking ratio (ρ) 0.6 0.7 0.8 0.9

NTU-120 xsub (%) 83.6 85.3 84.3 83.4

Table 8. Increasing Model Capacity. We observe that our ap-
proach scales effectively with bigger models.

Backbone ViT-T ViT-S ViT-B

NTU-120 xsub (%) 82.0 83.4 85.1

Here, we analyze the cross-view decoder by visualizing
the cross-attention maps and the cross-view reconstruction
quality. The cross-attention maps are visualized in Fig-
ure 4. The first and second rows show the input and masked
input frames from the target viewpoint, with the masked
query token circled in red. The third row shows the recon-
structed target view from the cross-view decoder. The last
row shows the cross-attention map for the query overlaid
on the source view frames. We can see that model is able to
find matching regions in the source view, demonstrating the
learnt geometry.

How many source views to use? For the cross-view de-
coder, we study the effect of number of source viewpoints
used in Table 9. For these experiments, all viewpoints used
are chosen randomly from available synchronized views.
The performance is similar when using one or two source
viewpoints. We observe that the fine-tuning accuracy drops
if we use more source viewpoints for reconstructing the tar-
get viewpoint, by making the reconstruction task easier.

Table 9. Number of Source Views. Having more source views
makes reconstruction task easier and degrades performance.

# Source Views 1 2 3

ETRI xsub (%) 94.0 93.9 93.1

How different should the views be? A natural question
that arises is which viewpoint should we use? In other
words, given a target viewpoint, how far should the source
view be? We study this by fixing the target view to be
View1, and varying the source view to be View2, View3
or View4, as shown in Figure 5. The results are reported
in Table 10, which shows that the performance drops if the
chosen target and source viewpoints are separated by a lot.
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Figure 4. Cross-View Decoder Qualitative Analysis. We visualize the reconstructions and cross-attention maps from the cross-view
decoder. First row: Target viewpoint input frames, Second row: Masked input frames from target viewpoint, Third row: Reconstruction
of target view from the cross-decoder, Last row: Cross-attention maps visualized on source view frames. The red circle indicates the query
token whose attention maps are visualized. green circles shows that the model is able find matching regions across viewpoints.

Table 10. Which views to choose? We study the effect of the
distance between the source and target views. Keeping the target
view fixed (View1), we vary the choice of source view and find
that the performance degrades if the two views are very different
from each other.

Source View View2 View3 View4

ETRI xsub (%) 94.7 94.4 94.3

View1 View2 View3 View4

Figure 5. Example of synced views from ETRI dataset.

5. Conclusion
In conclusion, this paper proposes a self-supervised learn-
ing approach for harnessing the power of multi-view videos
within the masked autoencoder framework. Our method in-
tegrates a cross-view reconstruction task, leveraging a ded-
icated decoder equipped with cross-attention mechanism to
instill essential geometry information into the model. The
introduction of a motion-focused reconstruction loss further
enhances temporal modeling. Through comprehensive eval-
uation using full fine-tuning and transfer learning settings
on multiple datasets, our approach consistently exhibits re-
markable efficacy.
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Appendix

A. Architecture details

The detailed asymmetric architecture of the encoder and de-
coders is shown in Table 11, Table 12 and Table 13. We
have two decoders in our architecture: 1) self-view de-
coder and 2) cross-view decoder. The self-view decoder
only uses self-attention to reconstruct same view whereas
the cross-view decoder uses cross-attention in addition to
self-attention for reconstructing target viewpoint while also
using source viewpoint. These decoders are discarded dur-
ing fine-tuning. We use 16 frame input and choose ViT-S/16
as our default encoder. We adopt the joint space-time atten-
tion [2] for the encoder.

Stage Vision Transformer (Small) Output Sizes
data stride 4×1×1 3×16×128×128

cube
2×16×16, 384

384×8×64
stride 2×16×16

mask
random mask

384×8×[64×(1-ρ)]
mask ratio = ρ

encoder
[

MHA(384)
MLP(1536)

]
×12 384×8×[64×(1-ρ)]

projector
MLP(192) &

192×8×64
concat learnable tokens

Table 11. Encoder of MV2MAE. The encoder processes 16-
frame input clips from source and target views, and the encoded
representations of the visible tokens are combined with the learn-
able mask tokens, before passing through the decoder.

Stage Transformer Output Sizes

self-view decoder
[

MHA(192)
MLP(768)

]
×4 192×8×64

projector MLP(1536) 1536×8×64
reshape from 1536 to 3×2×16×16 3×16×128×128

Table 12. Self-view decoder of MV2MAE. It takes the source and
target view tokens and reconstructs both the views independently.

Stage Transformer Output Sizes

cross-view decoder

 MHCA(192)
MHA(192)
MLP(768)

×4 192×8×64

projector MLP(1536) 1536×8×64
reshape from 1536 to 3×2×16×16 3×16×128×128

Table 13. Cross-view decoder of MV2MAE. The cross-view de-
coder uses the visible tokens from the source view to reconstruct
the missing patches in the target view. This cross-view informa-
tion is pulled in using the cross-attention block (MHCA).

config NTU60 NTU120 ETRI
optimizer AdamW
base learning rate 1e-3
weight decay 0.05
optimizer momentum β1, β2=0.9, 0.95
batch size 1024
learning rate schedule cosine decay
warmup epochs 320 160 160
total epochs 3200 1600 1600
augmentation MultiScaleCrop

Table 14. Pre-training setting.

config NTU60 NTU120 ETRI
optimizer AdamW
base learning rate 1e-3
weight decay 0.1
optimizer momentum β1, β2=0.9, 0.999
batch size 1024
learning rate schedule cosine decay
warmup epochs 5 10 10
training epochs 35 120 120
repeated augmentation 6
flip augmentation yes
RandAug (7, 0.5)
label smoothing 0.1
drop path 0.1
layer-wise lr decay 0.9

Table 15. End-to-end fine-tuning setting

B. Implementation details

The pre-training and fine-tuning hyper-parameter settings
for NTU-60, NTU-120 and ETRI datasets are given in Ta-
ble 14 and Table 15.

C. Comparison with VideoMAE

VideoMAE [54] proposes to use the tube masking for deal-
ing with the temporal redundancy in videos. Instead, we
use a motion re-weighted reconstruction loss to deal with
this issue. Table 16 shows that our approach to tackle tem-
poral redundancy is superior to using tube masking.

Method NTU-120 xsub (%)

Tube masking (VideoMAE) 79.7
Motion-weighted rec. loss (MV2MAE) 84.8

Table 16. Motion-weighted reconstruction loss in MV2MAE is a
more effective way of combating temporal redundancy in videos
compared to tube masking of VideoMAE.
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D. Single-View vs Multi-View Inference
At test time, multiple viewpoints of an activity are available
in the cross-subject setting. However, evaluation in prior
work is carried out using single-view at a time, following
the original benchmark [50]. Though in most practical sce-
narios, it would be natural to combine the predictions from
available synchronized viewpoints for a given activity. We
show this comparison of single-view and multi-view infer-
ence in Table 17. For multi-view inference, the predictions
are combined using late fusion strategy.

Cross-Subject (%)
Method NTU-60 NTU-120

Single-View Inference 90.0 85.3
Multi-View Inference 91.9 87.9

Table 17. SV vs MV inference. We perform late fusion for multi-
view inference.

E. Synthetic data for pre-training
Real multi-view videos can be difficult to acquire and can
pose privacy concerns. Here we explore using synthetic
multi-view action recognition data as an alternative. In
these experiments, the pre-training is done on synthetic data
(SynADL [25] dataset) while fine-tuning and inference is
done on the real data (ETRI [27] dataset). We compare syn-
thetic pre-training (green) with real pre-training (orange).
We observe that if the amount of synthetic data used is same
(1x) as the amount of real data, there is a performance drop
due to the domain difference. Interestingly, if we increase
the amount of synthetic data used for pre-training, synthetic
pre-training can outperform real pre-training, as seen in Fig-
ure 6.

Figure 6. Pre-training using synthetic data. Pre-training using
more (4x) synthetic data beats pre-training using real data on the
same real test set.
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